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Production training and contextual similarity hurt the comprehension of new 

vocabulary  
 

Abstract 

In two experiments (N = 179), we studied the effects of contextual similarity and training mode on the 

comprehension of new vocabulary. Participants were trained on new vocabulary in blocks of 

semantically-similar, phonologically-similar, or unrelated items. Each participant was trained through 

passive exposure, active comprehension, or active production. Same number of items were trained in 

clusters of 9 in Experiment 1 and clusters of 3 in Experiment 2, manipulating difficulty during training. 

Results showed a detrimental and persistent effect of semantic similarity, and a less robust effect of 

phonological similarity, both of which grew larger over time. We also found a negative and largely 

independent influence of production mode on learning, which, contrary to the similarity effect, shrank 

with time. Neither effect was modulated by difficulty at training time. These findings shed further light 

on the factors influencing new vocabulary learning and open new avenues for larger-scale and classroom-

level studies.   
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Introduction 

Although learning a new language has many facets, learning the relationship between 

words and the meaning they specify, i.e., vocabulary learning, is a basic block in the process. This 

is true for children learning their first language, for neurotypical adults learning a new language, 

and even for individuals with brain damage such as stroke survivors re-learning their lost language.  

Naturally, a critical question is “What is the most efficient way to teach/learn new words?”. This 

paper tackles this issue in learning a new language in neurotypical adult participants. A large and 

diverse literature has investigated this issue, and has uncovered various principles for improving 

learning. Some of these principles remain the subject of dispute. For instance, there is an ongoing 

debate on whether errorless learning (i.e., preventing learners from making mistakes by modeling 

the utterance for them) or errorful learning (i.e., allowing learners to make mistakes and then 

correcting them) is the optimal way to learn vocabulary (Fillingham et al. 2006; Middleton et al., 

2015; Saxton, 1997; Saxton et al., 1998; Shuchard & Middleton, 2018; Waller et al., 2024). Other 

principles are more widely accepted. For example, learners generally benefit from spacing 

(interleaving training items) over massed practice (repeated studying of the same item; Kornell, 

2009; Nakata & Suzuki, 2019; see Kim & Webb, 2022 for a meta-analysis), and from deeper 

processing of the materials during study (Craik & Tulving, 1975; Jacoby et al., 2005; Lawrence et 

al., 2024).  

This paper tackles two factors, whose effect on vocabulary learning remains controversial: 

learning mode and contextual similarity. Learning mode refers to the training method and its 

interaction with learning goals. For example, if the goal is for learners to be able to comprehend 

new words, is it better to train them using a comprehension or a production training mode?  

Contextual similarity refers to the relationship between items in a training set. Most pedagogical 
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settings, as well as language learning apps, such as Babble (https://www.babbel.com/), Duolingo 

(https://www.duolingo.com/), and Memrise (https://www.memrise.com/en-us/), group new words 

into semantically related categories, e.g., “animals”, “clothing items”, “fruits”, etc. But does 

semantic similarity facilitate or hinder learning? How about phonological similarity? Is it easier or 

harder to learn similar-sounding words such as “cap”, “map”, “cat”, “mat” together in one set? 

Both factors have been the subject of many past studies, and the results are very mixed. 

While some studies have reported a benefit of production training for improving comprehension 

and perception (e.g. Bixby, 2017; Hopman & MacDonald, 2018; Icht & Mama, 2015; MacLeod 

et al. 2010; Zamuner et al., 2016, see MacLeod & Bodner, 2017 for a review), other studies have 

reported the opposite (e.g. Baese-Berk, 2010, 2019; Baese-Berk & Samuel, 2016, 2022; Kapnoula 

& Samuel, 2022; Kaushanskaya & Yoo, 2011; Krashen, 2003; Leach & Samuel, 2007; VanPatten 

& Cadierno, 1993; VanPatten, 2013; Zamuner et al., 2018). Similarly, while some studies have 

reported positive effects of contextual similarity on learning (e.g. Feng et al., 2022; Grandy, 2012; 

Hashemi & Gowdasiaei, 2005; Haycraft, 1978; Hoshino, 2010; Schneider et al., 2002; Seal, 1991; 

Stoller & Grabe, 1993; Wharton & Race, 1999), others have reported the opposite (e.g. Breining 

et al., 2019; Finkbeiner & Nicol, 2003; Higa, 1963; Korochkina et al., 2021; Nation, 2000; 

Papagno & Vallar, 1992; Papathanasiou, 2009; Pérez-Serrano et al., 2022; Schneider et al., 1998; 

2013; Tinkham, 1993, 1997; Waring, 1997; Wilcox & Medina, 2013).  

These discrepancies could be, at least in part, due to different methodologies, populations, 

measures, and different loci of the language processing systems targeted in each study. For 

example, while Papagano and Vallar (1992) reported a detrimental effect of contextual similarity 

on learning for phonologically similar items, Hoshino et al.’s (2010) report of a facilitatory 

contextual effect was based on semantic relations. Similarly, while the detrimental effect of 
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production on learning in Baese-Berk and Samuel (2016)’s study was focused on learning new 

acoustic contrasts, Hopman and MacDonald’s (2018)’s study was focused on learning new 

vocabulary and grammatical structures in sentence. Thus, perhaps, different principles govern 

facilitation and interference in different parts of the language processing system. While this is a 

theoretical possibility, empirical evidence suggests otherwise. For example, Breining et al. (2019) 

showed that both lexical learning (i.e., learning new mappings between words and concepts) and 

segmental learning (i.e., learning new mappings between words and their phonemes/letters) were 

subject to interference from both semantic and segmental similarity. Similarly, the negative effects 

of production on perception have been argued to result from attentional bottlenecks that could very 

well be general to any stage of processing (e.g., Baese-Berk & Samuel, 2022; Kapnoula and 

Samuel, 2022). In keeping with this, discrepancies have sometimes been observed even in studies 

targeting the same stage of processing (e.g., Hoshio et al., 2010 vs. Korochkina et al., 2021; Bixby, 

2017 vs. Baese-Berk & Samuel, 2016; 2022). In what follows, we review two bodies of literature 

on training mode and contextual similarity in more depth. We conclude that the current state of 

the literature calls for more well-controlled empirical studies with enough statistical power to 

provide reliable effects. We then present two experiments which investigate the effect of training 

mode, contextual similarity, and their potential interaction on the acquisition of new vocabulary in 

neurotypical adults.  

The perception-production link and learning 

Most accounts of language processing agree that perception and production are closely 

linked (Denes & Pinson, 1993; Guenther, 2016; Hickok & Poeppel, 2007; Pickering & Garrod, 

2013), albeit in a complicated way (Baese-Berk et al., 2024). This link is critical for both learning 

and monitoring language production (e.g., Bohland, Bullock, & Guenther, 2010; Hickok, 2012; 
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Levelt et al., 1999; Nozari, 2020). Usually, it is perception that is thought to affect production. For 

example, listeners cannot learn new words unless they first hear them. Similarly, perceptual 

monitoring entails hearing one’s own production and subsequently making changes to it. Empirical 

evidence also shows the influence of perception on production (e.g., Houde & Jordan, 1998, 2002; 

Kim et al., 2011), which can be implicit and very rapid (e.g., Murphy et al., 2023). However, there 

is also a great deal of variability in the relationship between production and perception among 

learners (e.g., Bradlow et al., 1999; Wang et al., 2003), motivating a more controversial position, 

namely that production affects perception during learning.  

In its most extreme form, the influence of production on perception is captured by theories 

of direct realism, which hold that the perception of speech sounds depends critically on speech 

motor gestures (Best, 1995; Fowler, 1986; Galantucci et al., 2006; Liberman et al., 1967; Liberman 

& Mattingly, 1985). But there are other, more general, reasons for why production could be 

advantageous for learning in the perception system. For one, the depth of processing account of 

memory (Craik & Tulving, 1975) suggests that deeper processing of the materials at the time of 

encoding results in better recall. One way in which deeper processing can be accomplished is by 

forcing the learner to retrieve the materials, instead of simply studying them. The so-called “testing 

effect” has empirical support in studies showing that learners who are tested after a study phase do 

better on a final test compared to those who simply repeat the study phase again (Bjork, 1988; 

Carpenter et al., 2006; Karpicke & Blunt, 2011; Roediger & Karpicke, 2006; Zaromb & Roediger, 

2010). Additionally, overtly producing items requires learners to retrieve articulatory-motor plans 

associated with them that are not necessarily activated during silent study (Oppenheim & Dell, 

2008), and this so-called “production-effect” has been reported to benefit long-term retention of 

information (the Production effect, Icht & Mama, 2015; MacLeod et al., 2010). 
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On the other hand, there are also theoretical reasons to posit that production may hurt 

perception and recognition. One idea is transfer-appropriate processing, the finding that both 

explicit and implicit memory are better when there is greater overlap between processes engaged 

during study and test (Morris et al., 1977; Blaxton, 1989). Thus, if the goal is to improve 

perception, perceptual training should be superior to production training. Another reason for why 

production may be detrimental to learning is errors. While errors can aid learning by triggering 

monitoring and control processes that help the system learn from error (i.e., error-based learning), 

errors themselves could be learned through production (Humphreys et al.., 2010; Waller et al., 

2024). Finally, mixing production and perception can impose dual-tasking and attentional demands 

which could impede perceptual learning (Baese-Berk and Samuel, 2022; Kapnoula & Samuel, 

2023). In short, there are good theoretical arguments on both sides for the possible effects of 

production on perception, many of which are not restricted by the nature of representations and 

stages of processing.  

Empirical evidence for the influence of production on perception/comprehension is 

notoriously mixed. Some studies suggest that production during training helps recognition of 

newly trained vocabulary. For example, Zamuner et al. (2016) trained adults on eight new syllables 

paired with pictures. Four words were trained in the production mode, where participants heard 

and then repeated the word. The other four words were trained in comprehension mode, where 

participants simply heard the word twice. Analysis of eye-tracking data and a test probing 

recognition both showed better learning in the production mode.  In another study, MacDonald 

(2018) trained young adults using an artificial language with sentences of increasing complexity. 

In the comprehension training mode, participants saw a scene, heard a phrase, indicated whether 

or not the phrase correctly described the scene, and received feedback. In the production training 
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mode, participants described the picture aloud, then heard the correct phase. Results showed faster 

and more accurate morphosyntactic knowledge in the production training mode. While there was 

no effect on accuracy, production training also led to faster responses times in a two-choice word-

to-picture-matching task, taken as evidence for a positive influence of production on vocabulary 

learning.   

However, these findings are not uncontested. For example, Zamuner et al. (2018) reported 

the opposite effect in 4.5-6-year-old children learning new vocabulary. In addition, a series of 

studies by Baese-Berk, Samuel, and colleagues have shown that learning acoustic differences 

between novel contrasts is more difficult when training includes both production and perception, 

as opposed to simple perception (Baese-Berk, 2010; 2019; Baese-Berk & Samuel, 2016; 2022), 

and that this difficulty extends to novel word recognition (Kapnoula & Samuel, 2022; 2023; Leach 

& Samuel, 2007). Interestingly, classroom-style studies of second-language acquisition also 

suggest that language production does not benefit language learning (Krashen, 2003; VanPatten, 

2013; VanPatten & Cadierno, 1993).  

Contextual facilitation and interference effects in language processing and learning 

Contextual effects, i.e., facilitation or interference from other items in the set, are one of 

the most well-established findings in psycholinguistics. Two kinds of contextual relations are often 

studied: semantic relations investigate overlap in meaning, whereas segmental relations investigate 

overlap in form, phonemes in spoken production and graphemes in written production (see Nozari 

& Pinet, 2020, for a review). Interestingly, both kinds of relations could have facilitatory or 

inhibitory effects on language processing. For example, robust interference from the presence of a 

semantically related item has been obtained using picture-word interference paradigms, when a 

picture is named in the presence of a distracting word (e.g., Schriefers et al., 1990; see Bürki, et 
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al., 2020, for a meta-analysis), blocked cyclic naming paradigms, when a small set of pictures are 

repeatedly named (e.g., Belke et al., 2005; Damian et al., 2001; Schnur et al., 2006), and even 

simple continuous naming paradigms, when a series of pictures are simply named in a sequences 

(e.g., Costa et al., 2009; Hepner & Nozari, 2020; Schnur, 2014). Similar effects have been reported 

in language comprehension (e.g., Campanella & Shallice, 2011; Gardner et al., 2012; Biegler et 

al., 2008; Wei & Schnur, 2016).  

At the same time, semantic facilitation effects have also been widely reported (e.g., Alario, 

et al., 2000; Costa et al., 2005; De Zubicaray et al., 2013; de Zubicaray et al., 2014; La Heij et al., 

1990; Mahon et al., 2007). Some of the differences relate to timing. Short (< 2s) intervals between 

naming two semantically related pictures can facilitate naming (Biggs & Marmurek, 1990; 

Huttenlocher & Kubicek, 1983; Lupker, 1988), whereas longer (> 4 s) intervals seem to have the 

opposite effects (Vitkovitch et al., 2001; Wheeldon & Monsell, 1994). The type of semantic 

relation also appears to be important. Taxonomic relations (e.g., cat/dog) often induce interference, 

whereas non-taxonomic relations do not, and may even induce facilitation (Abel et al., 2009; 

Alario et al., 2000; Costa, Alario, & Caramazza, 2005; de Zubicaray et al., 2013; de Zubicaray et 

al., 2014; La Heij et al., 1990; Mahon et al., 2007; Oppenheim & Nozari, 2024; cf., Rose et al., 

2019).  

Similar contextual effects have been reported for segmental relations. Overlap in phonemes 

or graphemes between words (e.g., cup/map/cap) can cause interference in production (Breining 

et al., 2016; 2019; Feng et al., 2021; Harrison et al., 2020; Nozari et al., 2016; Pinet & Nozari, 

2023; Qu et al., 2021; Sadat et al., 2014). However, segmental overlap can also be facilitatory. 

This is often the case when segmental relations make the next word predictable. For example, if 

the majority of items within a set start with a common onset (e.g., cap/cup/cat/…), participants can 
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strategically prepare that onset, which leads to its faster production (Nozari et al., 2016; 

O’Séaghdha & Frazer, 2014; Roelofs, 1999). Similar facilitation and interference effects have also 

been reported in comprehension (e.g., Radeau et al., 1989; Ziegler et al., 2003; Dufour, 2008).  

Facilitatory effects of context are generally explained in terms of support received through 

shared features. It is now widely accepted that the activation of a target word in either 

comprehension or production entails the co-activation of other representations that share (semantic 

and/or segmental) features with the target word (Dell, 1984; Levelt et al., 1999). For example, 

when naming “dog”, “cat” is also activated. The shared activation between dog and cat, makes 

“cat” easier to retrieve if it becomes the target on the next trial, a finding that forms the basis of 

positive priming. Since activation is generally short-lived, facilitatory effect of related primes are 

also usually fleeting (e.g., La Heij et al., 1990; cf., long-lasting repetition priming, e.g., Mitchell 

& Brown, 1988). In contrast, interference effects from related items can be surprisingly long-

lasting. For example, semantic interference survives long temporal delays and many intervening 

items (Hepner & Nozari, 2020; Schnur, 2014). The longevity and resilience of interference effects 

have led to proposals that link them to implicit learning mechanisms (Howard et al., 2006; 

Oppenheim et al., 2010; Oppenheim & Nozari, 2024).  

A prime example of a learning account of semantic interference is Oppenheim et al. (2010). 

In this model, upon naming a picture of “dog”, “cat” is also activated through its shared semantic 

features with “dog”. At the end of the trial, through error-based learning mechanisms, the system 

adjusts the connections between semantic features and the activated lexical items, with the goal of 

making the current target (i.e., “dog”) easier to retrieve in the future. This means that connections 

between “dog” and its semantic features grow stronger, while at the same time, the connections 

between “cat” and the same semantic features grow weaker, thus making “cat” less accessible in 
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the system. Unlike activation-based priming, changes to connections are long-lasting, making 

interference effects the dominant effect over longer periods of time. Similar incremental learning 

mechanisms have been shown to underlie segmental interference (Breining et al., 2019; Qu et al., 

2021).  

The literature above is concerned with processing known words, but what about learning 

novel words? The incremental learning accounts, described above, suggest a direct link between 

online processing and long-term learning, by proposing that a continuous and incremental learning 

process underlies online processing. If so, one would expect the interference observed in online 

production and comprehension tasks to also affect the acquisition of new vocabulary (Oppenheim, 

2018). Specifically, contextual similarity, semantic or phonological, between items in a training 

set should impede learning, compared to a set of unrelated items. This prediction is also compatible 

with some of the classic accounts of contextual effects in learning and memory, which posit that 

distinctiveness of a target facilitates its learning (the distinctiveness hypothesis; Hunt and Mitchell, 

1982), and conversely, its increased similarity to other items interferes with its learning (the 

interference theory; Crowder, 1976).  

In contrast to the theoretical accounts discussed above, which predict similar effects during 

online processing and long-term retention, some theories of learning and memory posit that greater 

difficulty in the processing of the materials during the study phase leads to better retention of 

information (e.g., Battig, 1972). However, not all difficulty during learning leads to better 

retention, causing researchers to use the term “desirable difficulties” to label those conditions 

which do improve long-term retention (Bjork 1994; Bjork & Bjork, 2011; Bjork & Kroll, 2015). 

The challenge is that identifying which difficulties are desirable and which are not, is not 
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straightforward (Bjork & Bjork, 2020). Therefore, it remains an empirical question, whether 

contextual similarity effects help or hurt the learning of new vocabulary.  

If one consults the education literature, in addition to the cognitive literature, a non-trivial 

number of studies have examined contextual effects on learning. Some have reported facilitation 

in related contexts (e.g., Grandy, 2012; Hashemi & Gowdasiaei, 2005; Haycraft, 1978; Hoshino, 

2010; Schnieder et al., 2002; Seal, 1991; Stoller & Grabe, 1993; Wharton & Race, 1999), and 

some interference (e.g. Breining et al., 2019; Finkbeiner & Nicol, 2003; Higa, 1963; Korochkina 

et al., 2021; Nation, 2000; Papagano & Vallar, 1992; Papathanasiou, 2009; Pérez-Serrano et al., 

2022; Schneider et al., 1998, 2013; Tinkham, 1993, 1997; Waring, 1997; Wilcox & Medina, 2013). 

These studies have used very different populations and methodologies, including ways of 

measuring learning, methods of training (e.g., picture-word association vs. word-to-word 

translation), and level of control over the training materials (e.g., confounds of semantic similarity 

with phonological similarity), which makes comparison across them difficult. Two well-controlled 

cognitive studies in this literature have both reported contextual interference during learning. The 

first is Breining et al. (2019) in written production. The authors trained participants for four 

sessions on new labels and features of unfamiliar objects in semantically related, segmentally 

related and unrelated blocks. They found that both semantic and segmental similarity interfered 

with word learning. In a more recent study, Korochkina et al. (2021) trained young adults on novel 

labels for familiar objects in groups of semantically similar or unrelated items, in spoken 

production. Training took place over two sessions, 24 hours apart. Learning in the semantic 

condition was poorer throughout training, and immediately after the second session of training, 

the authors also found a detrimental effect of semantic similarity on response latencies in naming 

and translation tests, as well as greater semantic interference in a picture-word interference 
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paradigm. However, neither of these two studies probed the comprehension of new words. Also, 

neither study investigated long-term retention.   

In summary, there are good theoretical arguments for both positive and negative effects of 

production training mode and contextual similarity on the comprehension of new vocabulary, but 

the evidence is mixed and there are missing pieces.   

Current study 

The aim of the current study was to investigate the effect of training mode and two types 

of contextual similarity on the comprehension of newly acquired vocabulary. In two experiments, 

we trained a total of 179 participants on 27 new vocabulary items for unfamiliar objects using an 

artificial language. Training mode and contextual similarity were each manipulated with three 

levels. Each participant was assigned either to a study (passive listening), a comprehension 

(listening and selecting), or a production (speaking) training mode. All participants completed 

blocks of semantically related, phonologically related, or unrelated items. We measured the 

learning of new vocabulary in comprehension using a word-to-picture-matching task, administered 

at different time points during the study. 

Several changes and improvements were implemented over past studies: First, as in 

Breining et al. (2019), the current study included both semantic and segmental similarity within 

the same participants, allowing us to test contextual similarity effects in two stages of production 

in the same task and population. However, while Breining et al.’s study was in writing and probed 

learning in production, the current study was in speech and measured the comprehension of new 

vocabulary. If the detrimental effect of contextual similarity on learning is robust against these 

differences, we would expect to replicate the detrimental effects of both types of similarity in the 

present study. Second, mode and context were fully crossed in the design, allowing us to study the 
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potential interaction between the two factors. Recall that the bulk of evidence for the negative 

influence of production on perception came from studies targeting post-lexical differences (e.g., 

Baese-Berk & Samuel, 2016; 2022), whereas positive effects were reported in studies targeting 

semantic-lexical/syntactic mapping (e.g., Zamuner et al., 2016; Hopman & MacDonald, 2018).  If 

the effect of mode critically depends on stage of processing, one would predict an interaction 

between mode and similarity, such that production is detrimental in the phonologically related, but 

facilitatory in semantically related context. Conversely, if the effect of training mode does not 

depend on stage of processing, the large sample size of the present study should allow us to observe 

a significant main effect of mode in one direction or another across all levels of contextual 

similarity.  

Third, to ensure that differences between comprehension and production training mode 

were not attributable to differences in levels of engagement, both comprehension and production 

training modes incorporated active selection and feedback (c.f., Zamuner et al., 2016). We also 

included a passive study mode to track possible differences between passive and active modes, 

regardless of whether the active mode entailed production or not. Moreover, to avoid 

contamination from differences in syntactic comprehension, vocabulary training and testing were 

both conducted outside of sentential context (cf., Hopman & MacDonald, 2018). Fourth, our 

critical comprehension test (word-to-picture-matching) was repeated at multiple time points to 

assess the timeline of the effects. This included a delayed test, 48-72 hours after training in 

Experiment 2, after learning had had a chance to consolidate after the last training session.  

Fifth, Experiment 2 was designed with two purposes in mind, to provide a conceptual 

replication of Experiment 1, and to test the effect of difficulty at the time of training on the two 

factors. In Experiment 1, all nine items within a block were included in a training cycle. In 
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Experiment 2, we broke each block into cycles of three items, making it easier to learn these 

triplets. Recall that the desirable difficulty accounts, discussed earlier, maintain that if the task is 

too difficult, learners will not benefit. Thus, any negative impacts of mode or contextual similarity 

in Experiment 1 may simply be due to the fact that the training task was too difficult. If so, we 

would expect the simplification in Experiment 2 to eliminate, or possibly reverse, negative impacts 

of mode and similarity.  

Experiment 1 

Method 

Data and analysis files for both experiments can be found at the following Open Science 

framework repository: https://osf.io/x6byw/?view_only=3691c05c668447769fcf31cc53ce653f. 

Participants 

 Multiple main effects are on interest in the current study, but for sample size estimation, 

we targeted the interaction between similarity and training mode, as interactions require larger 

sample to detect significant effects. No prior study, to our knowledge, has examined this 

interaction, therefore, we do not have a prior effect size and must set one a priori. Since our interest 

is in uncovering effects that are clinically meaningful, we set the effect size to medium (Cohen’s 

d = 0.5) and conducted a power analysis using PANGEA (Version 0.2; Westfall, 2016), specifying 

a model with an interaction between one within subjects variable (similarity) and one between 

subjects variable (mode), each with three levels, and two random variables for participant and item. 

With 30 participants per training mode (N = 90) and 9 items per similarity condition, this 

simulation yielded 80.8% power to detect the critical interaction, and 82.8% to detect main effects.  

Anticipating possible attritions, 98 participants were recruited online through Prolific. 

Participants were all native English speakers from the United States or Canada. Eight participants 
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did not complete the experiment due to technical issues. The remaining 90 participants (ages 20-

40 years, mean age 30.74 years; 66.7% men, 31.1% women, and 2.2% non-binary) were randomly 

assigned to one of the three learning modes. The study was approved by Carnegie Mellon 

University’s Institutional Review Board.  

Materials 

Materials consisted of six sets of images and three sets of words. 54 images were selected 

from Google Images and Novel Object & Unusual Name (NOUN) Database (Horst & Hout, 

2014). The images were all colored images of unfamiliar objects to avoid conflict with pre-

existing labels for familiar objects. These images were divided into six sets of nine (Appendix 

A). Three of the sets each formed a coherent semantic category: birds, flowers, and fruits. The 

other three sets did not form a coherent semantic category. One set was used for the practice 

trials at the start of the experiment, and the other two were randomly used for either the unrelated 

or the phonological similarity conditions. For all six sets, visual differences in color, orientation, 

and shape were balanced as much as possible. To test whether visual similarity was adequately 

controlled for, for each of the five image sets used in the experimental trials, we compared every 

possible pair of images by computing a Histogram of Oriented Gradients (HOG) vector for each 

image using scikit-image (version 0.24.0; van der Walt et al., 2014). We resized both images to a 

height and width of 300 pixels. Each image was processed by reading the file and converting it to 

grayscale using OpenCV (version 4.10.0.84; Bradski, 2000). The distance between two images 

was calculated as the norm of the difference between their HOG vectors, where if A and B are 

the same image, the distance is zero. A larger value indicates greater dissimilarity between 

images. For each image set, we then averaged the pairwise dissimilarity scores to get an overall 

comparison between the groups, as well as for the triplets used in Study 2. The dissimilarity 



17 
 

scores were 28.95, 31.62, 28.59, for the three semantic groups and 29.31 and 27.8, for the two 

unrelated groups, indicating that, overall, the semantic condition did not have greater visual 

similarity than the unrelated condition.  

We created 27 novel words and divided them into three sets, one with phonologically 

related labels and the other two with unrelated labels to be assigned randomly to unrelated and 

semantic similarity conditions. Across sets, we balanced the number of syllables and phonemes 

(Appendix B). To quantify phonological similarity, we used position-independent phonological 

overlap, defined as the total number of phonemes shared by two strings, regardless of position, 

divided by the total number of phonemes in the two strings (Goldrick et al., 2010). Within each 

set, we computed position-independent phonological overlap scores first between all combinations 

of pairs, then averaged across all pairs in the set. Phonological similarity scores were 0.088 and 

0.085 for the two unrelated sets, and 0.383 for the related set. This magnitude of difference in 

phonological overlap between unrelated and related sets was comparable to studies that have found 

clear interference effects in language production (e.g., Breining et al., 2016). The audio recordings 

were generated using Descript (https://www.descript.com/), an artificial voice program.  

 Label-image mappings were pseudo-randomly generated for each participant at the start of 

the experiment.  For the semantic block, One of the three semantic image sets (birds, fruits, or 

flowers) was randomly paired with one of the unrelated label sets. For the phonological block, one 

of the unrelated image sets was randomly paired with the phonological label set. The remaining 

two unrelated sets then created the unrelated block. Within each block, the images were randomly 

mapped to labels for each participant. This procedure is important for ensuring that any 

idiosyncrasies in pictures, audio stimuli, or the pairing of the two is not contaminating the effects 

of interest. For consistency, practice trials were the same for everyone.  
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Figure 1: Overall procedure for Experiment 1. Similarity is manipulated within subjects across 

three blocks. Training Mode is manipulated between subjects and is consistent across blocks. 

The example is for an unrelated block. The other two blocks were semantically and 

phonologically related blocks.  

 

Procedure 

The task was conducted online using JavaScript code with JsPsych plugins. Participants 

were asked to learn novel labels for 27 pictures.  Two sets of factors were manipulated, training 

mode and contextual similarity. Training mode consisted of three levels, study, comprehension, 

and production, and was manipulated between subjects. Contextual similarity also had three levels, 

semantic, phonological, and unrelated, but was manipulated within subjects. Participants were 

randomly assigned to one of the three training modes. Figure 1 shows the overall structure of a 

session. After general orientation and consenting, participants first completed three practice trials, 

the structure of which was similar to trials in the experimental blocks (see below). After practice, 

participants were presented with three blocks (semantic, phonological, and unrelated) in 
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randomized order. Each block consisted of a familiarization phase, a training phase, and an End-

of-Block test. After completing all three blocks, all participants completed an End-of-Session test. 

The familiarization and test phases were identical across training modes, whereas the training 

phase was unique to each training mode.  

In the familiarization phase, participants were introduced to each of the nine images in the 

block, one at a time, heard their labels (e.g., “This is a nush”), and were asked to repeat the word 

aloud before pressing a “continue” button to proceed to the next image. The purpose of including 

the repetition in this phase was to ensure that all participants paid attention to the familiarization 

phase and started the training phase on an equal footing. Note that repetition is not the production 

act deemed beneficial by proponents of production-mode training; rather it is the act of 

independently retrieving the item in the production system which has been argued to improve 

comprehension (Hopman & MacDonald, 2018). The order in which the images appeared was 

randomized for each participant. Next, participants moved on to training, in which each mode 

learned the labels differently depending on their training mode. As with familiarization, the order 

in which all nine items appeared was randomized for each participant. All trials began with a 3x3 

grid of all nine images in a block, where the position of images changed on each trial. In the study 

mode, participants listened passively. Participants were first shown the grid, then after a 2000 ms 

delay a blue border appeared around the target image and the correct label was provided aloud 

(e.g. “this is a nush”). Then after another 2000 ms, the border turned green, and participants clicked 

on that image to proceed to the next trial. In the comprehension mode, 2000 ms after the 3x3 grid 

appeared, participants heard a label (e.g. “click on the nush”) and had to select one of the nine 

images by clicking on it. When they selected an image, a blue border confirmed their selection, 

and then a green border appeared around the correct image to provide feedback. If the correct 
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image was the one they had selected, the blue border simply turned green. The task then 

automatically proceeded to the next trial. In the production mode, 2000 ms after the grid appeared, 

a blue border appeared around the target image, and participants were asked to say the name of 

that image. If they did not know the word, they were instructed to give their best guess. Once they 

decided they were done, they clicked on the image, and the audio of the correct label played 

aloud. After the audio played, the task automatically moved on to the next trial. Critically, we kept 

the 9-item grid constant for all training modes, in order to minimize visual differences between 

conditions. For all training modes, there was no response deadline, but after 5000 ms a reminder 

text appeared at the bottom of the screen to encourage them to respond and move on. 

Immediately after completing training in each block, participants completed an End-of-

Block test. This was a word-to-picture matching test to measure their learning in comprehension. 

Participants saw a 3x3 grid of all nine trained pictures, after 2000 ms heard one of the nine trained 

labels, and then selected the appropriate image using a mouse click. After the mouse click, a blue 

border appeared to confirm their selection, then after 1000 ms the task automatically proceeded to 

the next trial, where the grid was shuffled and a different label was heard. The order of trials was 

randomized for each participant. Similar to the training trials, there was no response deadline, but 

a reminder to respond appeared 5000 ms after the word was played. No feedback was provided in 

this phase. Finally, after completing all three blocks, participants completed the End-of-Session 

Test. The structure of this test was similar to the End-of-Block tests, except that participants 

completed 27 different trials, each with a 3x3 grid, this time with images from blocks mixed. The 

items that appeared in a grid on a given trial were pseudo-randomly determined, such that each of 

the 27 images appeared in the same number of trials (nine times), and there were always three 

from each block on the screen.  
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Data processing 

Accuracy of comprehension selection and reaction times were automatically recorded 

using the JavaScript code.  Audio files were transcribed by hand and coded for whether the 

participant accurately labeled the image, or whether they closely labelled the correct item 

(correctly using all but one phoneme), called Strict and Lenient accuracy respectively.  The 

purpose of Lenient coding was to avoid penalizing participants for minor phonological/phonetic 

deviations when they had in fact retrieved the correct lexical item. Reaction times (RTs) were only 

analyzed for correct trials. RTs for any trials where the participant responded 3 standard deviations 

above or below their mean were further removed. RTs were log-transformed for the analysis.  

Statistical analysis 

Unless stated otherwise, all analyses were carried out using (general) linear mixed effect 

models with lme4 package (Bates et al., 2015) in R (version 4.2.1, R Core Development Team, 

2022). The goal of the analysis was to uncover potential effects of contextual similarity and 

training mode on vocabulary learning at different time points. For contextual similarity, the 

primary interest is to compare the effects of each type of similarity (semantic and phonological) 

against the baseline unrelated condition. Please note that a direct comparison of semantic and 

phonological conditions is not theoretically motivated, as the two dimensions of similarity are not 

comparable. For training mode, we were interested in the effect of the two active modes of training 

(comprehension and production) against the passive study mode, but we were also interested in 

directly comparing the two active modes against one another. To accommodate the three 

comparisons on mode, we ran two sets of models for each time point1. The first (main) model 

included contrasts of comprehension vs. study and production vs. study, whereas the second (direct 

comparison) model only included the subsets of data in the active training modes and compared 
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production directly against comprehension. All models coded contextual similarity as two 

contrasts, semantic vs. unrelated and phonological vs. unrelated. Following recommendations by 

Barr et al. (2013), we initially aimed to include the maximal random effect structure, and reduced 

the random effect structure if the models did not converge. For consistency we included the random 

intercept for subject and item, with which all models converged. The exact same structure was 

used for both accuracy and RT models, with the difference that a logistic version of the model was 

used for the latter with a binary accuracy measure. Results are organized chronologically, first 

reporting what is happening during training, mostly as a sanity check for the assumptions (e.g., 

production mode should be harder than comprehension mode), then End-of-Block test results, and 

finally End-of-Session test results. The full results of all models are reported in Appendix C.  

Results 

Figure 2 shows the accuracy during the within-block training phase across learning modes 

and contextual similarity, using lenient coding for production performance.2 Note that participants 

in the study mode were passively listening, and therefore could make no errors. To check the 

starting assumption of the study, namely that production mode was more demanding than 

comprehension mode during training, we conducted a Mann-Whitney U test comparing 

participants’ mean accuracy during training for these two modes. As expected, participants 

assigned to the production mode were less accurate than those assigned to the comprehension 

mode (Mprod = 23%, Mcomp = 53%, W = 817, p < .001), validating our starting assumption.  

Similarly, we checked the assumptions that semantic and phonological similarity 

conditions should impose greater difficulty during training compared to the unrelated condition. 

To this end, we conducted Wilcoxon Signed Ranks test comparing mean accuracy across 

participants for each similarity condition and the unrelated condition. This analysis only includes 
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participants from the comprehension and production modes, as only those participants made 

responses during training. For semantic similarity, there was a significant difference between 

performance, where participants performed worse in the semantic block compared to unrelated 

block (MSem = 28%, MUnrel = 41% participants, V = 1029, p < .001). There was no significant 

difference between phonological and unrelated block accuracy (MPhon = 44% MUnrel = 41%, V = 

409.5, p = .44).  

 

Figure 2. Average accuracy (with Lenient coding) during the within-block training trials in 

Experiment 1. Bars show mean of participant means, and error bars reflect SEs. Note that study 

participants could not make any errors during these trials. What is shown is clicks on the target 

picture, showing engagement.  

 

End-of-Block tests 

 Figure 3 shows the accuracy (left) and RTs (right) on the End-of-Block tests for the three 

learning modes and contextual similarity. The accuracy model had mode, similarity and their 

interaction as its independent variables in the fixed effect structure and random intercept of 
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subjects and items as its random effects. Results are shown in Table C1. In terms of learning mode, 

accuracy in the production mode was marginally lower than study (z = -1.87, p = .06), but 

comprehension was comparable to study. In terms of similarity, while the main of effect of 

semantic similarity was not significant, both the interaction between comprehension mode and 

semantic similarity (z = - 3.49, p < .001) and production mode and semantic similarity (z = -2.481, 

p = .013) were significant, showing poorer accuracy in the semantic compared to unrelated 

similarity condition for both comprehension and production modes compared to study. Finally, 

neither the main effect of phonological similarity, nor its interaction with mode turned out to be 

statistically significant. To compare production and comprehension modes directly, we ran a 

second model with only data from these two modes included. Table C2 shows the results. Accuracy 

was significantly lower in the semantically related condition (z = -4.454, p < .001), but no other 

main effects or interactions were significant.  

In the RT models, none of the main effects or interactions were significant in either model 

(Table C3 and C4), removing concerns regarding a potential speed-accuracy tradeoff.  

 

Figure 3. Average (a) Accuracy and (b) Reaction Time for End-of-Block comprehension tests in 

Experiment 1. Reaction time plots show mean reaction time on correct responses only. Bars 

show mean of participant means, and error bars reflect SEs.  
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End-of-Session test 

Figure 4 shows the accuracy (left) and RTs (right) on the end-of-the-block tests for the 

three learning modes and contextual similarity. The model structures were identical to that used 

for analyzing the End-of-Block tests. The results of the accuracy analysis are shown in Table C5. 

There was a main effect of production (z = -2.436, p = .015), which did not interact with mode. 

None of the other effects on accuracy were significant. The model directly comparing production 

vs. comprehension mode again revealed that accuracy was significantly lower in production than 

comprehension (z = -2.356, p = .019), but also showed a main effect of semantic similarity with 

lower accuracy in semantically related compared to the unrelated condition (z = -2.498, p =.013; 

Table C6). 

The results of RT analysis for the model comparing each of the comprehension and 

production modes to study are shown in Table C7. In this model, the interactions between 

comprehension (t = 2.072, p = .038) and production (t = 2.404, p = .016) modes and semantic 

similarity were both significant, suggesting slower responses in the semantic compared to 

unrelated similarity condition for both comprehension and production modes compared to study. 

As in previous models, neither the main effect of phonological similarity nor its interactions with 

mode were significant. The RT model directly comparing production and comprehension modes 

showed a main effect of semantic similarity, with longer RTs in the semantic compared to the 

unrelated condition (t = 3.57, p < .001). This model also revealed a significant interaction between 

production and phonological similarity, such that RTs were longer for phonological than unrelated 

condition in production compared to comprehension mode (t = 2.206, p = .028; Table C8). 
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Figure 4. Average (a) Accuracy and (b) Reaction Time for End-of-Session comprehension test in 

Experiment 1. Reaction time plots show mean reaction time on correct responses only. Bars 

show mean of participant means, error bars reflect SEs. 

 

Discussion  

As expected, accuracy during training was lower in the production compared to the 

comprehension mode. Similarly, participants were less accurate while learning the labels in the 

semantically related, but not the phonologically related, condition. The End-of-Block test revealed 

less accurate performance on semantically related, compared to unrelated, blocks when embedded 

in production and comprehension, compared to study mode. When production was compared 

directly against comprehension, the model showed significantly lower accuracy for in semantically 

similar contexts. As for mode, accuracy in the production mode was marginally lower than study, 

but not significantly different from the comprehension mode.  

The most critical test of the experiment, however, is the End-of-Session test, which 

measures learning of all trained items when probed in a mixed context. Here, there was clear 

evidence that learning in the production mode was less accurate than both the study mode and the 

comprehension mode. Semantic similarity also had a detrimental effect in these two active modes 

of learning: overall accuracy was lower in the semantic compared to the unrelated condition in the 
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model that included data from these two modes. Also, RTs were significantly slower in the 

semantic vs. unrelated condition for both production and comprehension modes vs. the study 

mode.  The effect of phonological similarity on learning was much less robust. We only observed 

a disadvantage in RTs for learning in production compared to comprehension mode. To 

summarize, these results suggest a negative impact of the production mode on learning vocabulary 

in perception.  They further show that semantic similarity among the items in the training set can 

be detrimental to learning in active learning modes.  

Experiment 2 followed two goals. First, it was designed to provide a conceptual replication 

of Experiment 1; we tested whether the disadvantages observed for the production mode and 

semantic similarity were not due to general difficulty at the time of training. In Experiment 1, all 

nine items within a block were presented simultaneously to the participants. This choice led to 

relatively low performance during training, especially in the production mode (23%). However, 

many modern learning apps, e.g., Babble, train items in smaller clusters of 3 or 4, before moving 

on to the next cluster within the same session. Experiment 2 implemented this method within the 

general structure used in Experiment 1. A new group of participants were assigned to the same 

three modes as Experiment 1 and each completed training in three similarity contexts. However, 

within each block, items were trained as three triplets. We expected this change to lead to better 

within-block performance. The question was whether this change modifies the negative impact of 

production and semantic similarity on learning, or whether the observed effects are robust against 

such changes in the training routine. This manipulation is also important from a theoretical 

standpoint: if the negative impact of the examined factors is due to learning one’s own errors, then 

reducing those errors in the training phase should, in turn, reduce the negative effects of production 

and similarity. The second goal of Experiment 2 was to test the longer-term effects of mode and 
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contextual similarity on learning, by being tested again 2-3 days after completing the training. This 

delayed assessment provides a further test of the robustness of the reported effects on learning.  

Experiment 2 

Method 

Participants 

 Sample size estimation was the same as Experiment 1. Anticipating possible attrition, 101 

participants were recruited online through Prolific. Participants were all native English speakers 

from the United States or Canada. Twelve participants did not complete the study, so their data 

were not included. The remaining 89 participants (ages 18-40 years, mean age 31 years, 50.6% 

men, 47.2% women, 1.1% nonbinary) were again randomly assigned to one of the three learning 

modes. Thirty participants completed the study and comprehension modes, and 29 completed the 

Production mode.  

Materials 

The same word and image sets as Experiment 1 were used, except one semantic image set 

(birds) was removed to accommodate changes in the word-image mapping procedure. Unlike in 

Experiment 1 where mappings were randomly determined for each participant, to ensure the 

mappings remained the same on both days of the experiment, participants were randomly assigned 

to one of four mapping lists, counterbalanced across modes. These lists balanced the matching of 

each word set with each image set, with the pairings of words and images randomly determined. 

For each of the four mappings, the label-image pairs within a block were created randomly. 

Participants were randomly assigned to one of these four mappings at the start of the experiment, 

counterbalanced across learning modes.   
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Figure 5. Overall procedure for Experiment 2. Note that Familiarization and Training occur in 

three sets of triplets, rather than with all 9 items at once. Participants complete Familiarization and 

training for one triplet before proceeding to the next triplet. All three triplets are completed before 

the End-of-Block test.   

 

Procedure 

As in Experiment 1, the task was conducted online using JavaScript code with JsPsych 

plugins. Figure 5 shows the procedure for this experiment. The general structure was similar to 

Experiment 1, with participants learning 27 novel words, in three modes (between subjects) and 

three similarity conditions (within subjects). However, Experiment 2 was different from 

Experiment 1 in two ways. The first difference from Experiment 1 was that within each block, 

rather than complete familiarization and training with all nine words at once, the nine items were 

divided into three triplets, and participants completed familiarization and training with each triplet 

separately. Which three images appeared together were pre-determined to control for visual 

similarity across sets. The order of the 3 triplets was randomized for each participant. After 

familiarization and training were completed on the triplets, participants completed an End-of-

Block test identical to Experiment 1 containing all 9 items. After all three blocks were completed, 
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participants then completed an End-of-Session comprehension test that mixed together items from 

all three blocks, identical to Experiment 1. The second difference between Experiment 2 and 

Experiment 1 was the addition of a delayed test 48-72 hours after completing the first session. 

Participants completed another comprehension test identical to the End-of-Session test on the first 

session, with the 27 trials presented in randomized order.  

Data processing and statistical analysis 

 Data processing and statistical analysis procedures were identical to Experiment 1.  

Results 

Figure 6 shows the accuracy during the within-block training phase across learning modes 

and contextual similarity, using Lenient coding for production performance.3 We followed the 

same procedures for the verification of starting assumptions as Experiment 1, and the results were 

similar: there was a significant difference between modes, where participants were less accurate 

during the production mode compared to the comprehension mode (Mprod = 57%, Mcomp = 89%, W 

= 813.5, p < .001). For semantic similarity, there was again a significant difference between 

performance, where participants performed worse in the semantic block compared to unrelated 

block (MSem = 69%, MUnrel = 75% participants, V = 577.5, p = .023). There was no significant 

difference between phonological and unrelated block accuracy (MPhon = 77% MUnrel = 75%, V = 

241, p = .226).  
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Figure 6. Accuracy (Lenient) during the within-block training trials in Experiment 2. Bars show 

mean of participant means, and error bars show SEs. Note that Study participants did not make 

any selection and therefore did not make any errors during these trials. 

 

End-of-Block tests 

Figure 7 shows the accuracy (left) and RTs (right) on the End-of-Block tests for the three 

learning modes and contextual similarity. The model structure was identical to the models used 

for analyzing Experiment 1. Results of the accuracy analysis are shown in Table C9. There was a 

significant main effect of semantic similarity (z = -3.217, p = .001), showing poorer accuracy for 

identifying items from the semantic similarity block across all modes. In the model comparing 

production and comprehension modes (Table C10) directly, there was also a significant main effect 

of semantic similarity (z = -4.135, p < .001). This model also showed a marginally poorer accuracy 

in production compared to comprehension (z = -1.919, p = .055).  None of the other effects on 

accuracy were significant. The corresponding RT models (Tables C11 and C12) did not show any 

significant effects.  
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Figure 7. Average Accuracy (a) and Reaction Time (b) for End-of-Block comprehension tests in 

Experiment 2. Reaction time plots show mean reaction time on correct responses only. Bars 

show mean of participant means, error bars show SEs. 

 

End-of-Session test 

Figure 8 shows the accuracy (left) and RTs (right) on the Day 1 End-of-Session test for the 

three learning modes and contextual similarity. The model structures were identical to that used 

for analyzing the End-of-Block tests. Results of the accuracy analysis are shown in Table C13. 

There was again a significant main effect of semantic similarity (z = -2.35, p = .019), where 

participants performed worse on items from the semantic block across all three modes. There was 

also a significant main effect of production mode (z = -2.679, p = .007), where participants in the 

who completed production mode performed significantly worse across all similarity conditions 

compared to participants who were trained in the passive study mode. There were no other 

significant effects. In the model comparing production and comprehension modes (Table C14) 

directly, there was also a significant main effect of semantic similarity (z = -3.329, p = .001). This 

model also showed a marginally poorer accuracy in production compared to comprehension (z = -

1.982, p = .047).  The RT models (Tables C15 and C16) corresponding to both of the accuracy 
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models showed a robust disadvantage for semantic similarity (t = 3.756, p = < 0.001; t = 3.88, p < 

.001, respectively for the model comparing production and comprehension to study and for the 

direct model comparing production vs. comprehension). No other effects were significant. 

 

Figure 8. Average Accuracy (a) and Reaction Time (b) for End-of-Session comprehension test in 

on Day 1 in Experiment 2. Reaction time plots show mean reaction time on correct responses 

only. Bars show mean of participant means, error bars show SEs. 

 

Delayed Test 

 Figure 9 shows the accuracy (left) and RTs (right) for the Delayed test conducted 48 to 72 

hours after initial training. The results of the accuracy model are shown in Table C17. There were 

main effects of similarity for both semantic (z = -3.95, p < .001) and phonological (z = -2.221, p = 

.026) overlap. Participants across all modes showed poorer accuracy at identifying items trained 

in both similarity contexts compared to the unrelated context. Additionally, there was a main effect 

for the production mode (z = -2.068, p = .039), where participants who completed the production 

mode performed worse across all similarity conditions compared to participants who completed 

study mode.  In the model comparing production and comprehension modes (Table C18) directly, 

there was again a significant main effect of semantic similarity (z = -4.921, p = < .001), as well as 
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a marginally poorer accuracy in production compared to comprehension (z = -1.982, p = .069).  

The RT models (Tables C19 and C20) corresponding to both of the accuracy models showed a 

robust disadvantage for semantic similarity (t = 4.281, p < .001; t = 4.253, p < .001, respectively 

for the model comparing production and comprehension to study and for the direct model 

comparing production vs. comprehension). Additionally, the RT models showed a marginally 

significant negative interaction between semantic similarity and production mode in the first model 

(t = -1.944, p = .052) and a significant negative interaction between the two in the model comparing 

production directly against comprehension (t = -2.177, p = .03), indicating a larger difference 

between production than comprehension modes for semantic compared to unrelated context. 

 

Figure 9. Average Accuracy (a) and Reaction Time (b) for Delayed comprehension test two days 

later in Experiment 2. Reaction time plots show mean reaction time on correct responses only. 

Bars show mean of participant means, error bars show SEs. 

 

Discussion 

Although, as expected, within-blocking learning was easier in Experiment 2, the results 

were largely similar to Experiment 1 and, in some ways, cleaner. For example, the detrimental 

effect of semantic similarity on the End-of-Block test in Experiment 1 was observed in the 
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interactions between production/comprehension and similarity in Experiment 1, but it showed up 

as a main effect in Experiment 2, suggesting a more general effect that held across all modes of 

learning. Importantly, the results of the End-of-Session testing were replicated: there was a robust 

detrimental effect of production compared to both study and comprehension modes.  Moreover, 

while Experiment 1 only found a negative effect of semantic similarity on accuracy in the model 

that only contained production and comprehension data, there was again a main effect of accuracy 

across the board in Experiment 2, which was also reflected in slowed RTs in this similarity context 

compared to the unrelated context. Contrary to Experiment 1, however, there was no effect of 

phonological similarity on learning in the End-of-Session test.  

Experiment 2 also tested the retention of information 48-72 hours after training. This test 

again supported the detrimental effect of semantic similarity on learning across the board. 

Moreover, learning was significantly worse in the production mode compared to study and 

marginally worse compared to comprehension. The Delayed test also showed a detrimental effect 

of phonological similarity, but only in the main model, and not the model that only included the 

production and comprehension data sets.  

Combined Analysis of Experiments 1 and 2 

Given the similarities between the designs of Experiments 1 and 2, we further conducted 

two sets of analyses on the combined data. The first analysis aimed at testing the effects of mode 

and contextual similarity with increased statistical power. With 179 participants, we have a power 

of 91.8% to detect main effects and of 85.9% to detect interaction effects with an effect size of 

Cohen’s d = 0.5. This power also allows us to estimate more reliable size effects and to compare 

the effect size of production mode to study and comprehension directly. The second analysis was 
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planned to directly assess the effect of change of the influence of difficulty on mode and contextual 

similarity across the two experiments.  

Analysis 1 

Since Experiment 1 did not have a delayed test, this analysis was conducted on the End-

of-Session test. The accuracy model had mode, similarity and the interaction between the two as 

the independent variables of interest. Experiment was entered as a covariate. We also included the 

random intercepts of subjects and items.4 Table C21 shows the results for this model. There was 

no main effect of Experiment, showing overall comparable levels of accuracy across the two 

experiments, further supporting the pooling of the data. In the combined model, there was a main 

effect of semantic similarity (z = -2.277, p = .023), with poorer accuracy across all modes and 

across both experiments. Additionally, there was a main effect of production mode (z = -3.626, p 

< .001), as production participants performed worse across all contextual similarity conditions and 

across both experiments. The model directly comparing production and comprehension mirrored 

these results (Table C22): there was a significant negative impact of both semantic similarity (z = 

-4.092, p < .001) and production mode (z = -3.063, p = .002). To directly compare the effect sizes 

of the three levels of mode against each other, we used the emmeans package. Comprehension did 

not differ significantly from study (β = 0.31, z = 1.24, p = .429), but production showed 

significantly worse performance than study (β = 0.92, z = 3.76, p < .001) and comprehension (β = 

0.62, z = 2.54, p = .030), with a larger effect size for the former. The corresponding RT models 

also found a significant negative effect of semantic similarity both in the first model (t = 3.285, p 

= .001, Table C23) and in the model comparing production directly to comprehension (t = 5.232, 

p < .001, Table C24). Other effects, including interactions, were not significant, suggesting largely 
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independent effects of semantic similarity and production mode on the acquisition of new 

vocabulary.  

Analysis 2 

Next, we ran the analyses focused specifically on testing whether difficulty during training 

(greater for Experiment 1 vs. Experiment 2) modulated the effect of mode or contextual similarity. 

A model with the three-way interaction of experiment, mode, and contextual similarity did not 

converge. Given that the previous analysis found largely independent effects of these two factors, 

we ran two separate analyses, one with experiment, mode and their two-way interaction, and 

another with experiment, contextual similarity, and their two-way interaction. General model 

structure and random effect structure were the same as the models reported earlier. For mode, we 

found significantly poorer accuracy in production compared to study mode (z =  -2.766  p =.006; 

Table C25). The model comparing production directly to comprehension also revealed 

significantly poorer accuracy in production compared to comprehension mode (z =  -2.095  p = 

0.036; Table C26). There was no significant interaction in either model. Corresponding RT models 

did not show any significant effects (C27 and C28). For Contextual similarity, we found 

significantly poorer accuracy in the semantic compared to the unrelated condition (z = -2.663, 

p=.008; Table C29). The model comparing production directly to comprehension also revealed 

significantly poorer accuracy in the semantic compared to unrelated condition (z= -2.552; p= .011; 

Table C30). Again, there was no significant interaction in either model. Corresponding RT models 

also revealed significantly longer RTs for the semantic condition in both the main model (t = 4.414; 

p < .001; Table C31) and in the model comparing production vs. comprehension (t = 4.76; p < 

.001; Table 32). There were no other significant effects, including interactions. In short, there was 
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no evidence that difficulty during training modulated the effects of production mode and semantic 

similarity on the comprehension of new vocabulary.  

General Discussion  

In two experiments, we assessed the effects of contextual similarity and training mode on 

the comprehension of the new words in 179 adults. Despite differences in difficulty during the 

initial learning phase, the results of the two experiments were largely consistent, albeit with some 

minor differences. Significant negative effects of semantic similarity and marginal negative effects 

of production mode were apparent in early End-of-Block tests in both experiments. But the most 

important timepoints are the End-of-Session and Delayed tests, which measure immediate learning 

and long-term retention, respectively. For immediate learning, there was strong and convergent 

evidence from both experiments on detrimental effects of both production mode and semantic 

similarity on learning. When combined together, the data from the two experiments showed a clear 

negative impact of production mode compared to both study and comprehension modes, albeit 

with a larger effect size for the comparison to the less active study mode. Similarly, a significant 

negative effect of semantic similarity was evident across all three training modes. Importantly, 

with 179 participants in the combined dataset, we have a high statistical power to detect the 

medium-sized interaction between these two factors, but none of the interactions were significant, 

pointing to robust but largely separable effects of these two factors on vocabulary learning in 

comprehension. We also investigated the effect of difficulty during training on mode and similarity 

by testing the interactions between these variables and the two experiments. Again, we found no 

evidence that immediate learning was modulated by difficulty during training. Unlike semantic 

similarity, the effect of phonological similarity was sparse and weak and was not evident in the 

combined analysis. Therefore, our conclusion is that the immediate learning of new spoken 
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vocabulary in the comprehension system was negatively and independently impacted by 

production mode and semantic similarity, but not by phonological similarity among items in the 

training set.  

Long-term retention, measured by the delayed test, was also negatively impacted by 

production and semantic similarity. However, the comparison of effect sizes for these two effects 

across immediate and delayed tests shows that the negative effect of semantic similarity on 

learning increased, while that of production mode decreased, with time. While a strong and 

pervasive effect of semantic similarity was present on both speed and accuracy in all models 

measuring long-term retention, learning was only significantly worse in production mode 

compared to the study, but not the comprehension, mode. Interestingly, the delayed test also 

showed a significant impact of phonological similarity, which did not interact with training mode. 

In summary, the results suggest that passage of time made the detrimental effects of both semantic 

and phonological similarity more prominent, whereas the negative impact of production mode was 

attenuated.  

Comparisons with past studies and theoretical implications 

The effect of training mode  

The detrimental effect of the production mode on learning aligns well with studies of 

perceptual learning (Baese-Berk, 2010, 2019; Baese-Berk & Samuel, 2016, 2022; Kapnoula & 

Samuel, 2022; Krashen, 2003; Leach & Samuel, 2007; VanPatten & Cadierno, 1993; VanPatten, 

2013; Zamuner et al., 2018), but not with those of Zamuner et al. (2016) and Hopman and 

MacDonald (2018) who reported better performance on comprehension tests for people who had 

engaged the production system in learning. One explanation for this differential alignment could 

be the inclusion of the phonologically similar block in our study, which required closer attention 

to sounds, something that was a focus of those studies that have reported interference from 
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production training, but not those that have reported facilitation. There was some support for this. 

In Experiment 1, the difference in the End-of-Session’s RTs between production and 

comprehension modes was larger for the phonological, but not for the semantic, similarity 

condition. However, this effect was not replicated in Experiment 2, and there was no evidence of 

an interaction between production mode and phonological similarity on the delayed test, where 

both factors showed a negative main effect. Thus, although the negative impact of production on 

learning phonological/phonetic distinctions may be greater than semantic distinctions for lexical 

items, the current data do not provide strong support for the restriction of production effects to one 

stage of language processing. 

Why the discrepancy with findings of Zamuner et al. (2016) and Hopman and MacDonald 

(2018)? One difference between Zamuner et al.’s (2016) study and ours was that their 

comprehension mode was passive, whereas ours required active engagement and selection. We 

included a passive control mode, but interestingly, learning was, for the most part, comparable 

between that mode and comprehension. One possible explanation for this finding is that 

participants were not paying attention in either study or comprehension modes, and thus did not 

learn much in either. The data do not support this interpretation. In fact, learning and retention 

were quite good in both study and comprehension modes, when compared to chance in a 9-item 

test (11%). A more likely interpretation is that even though the study mode did not elicit active 

retrieval, the use of the 9-item grid and the need for participants to click the highlighted image 

have focused attention sufficiently strongly for learning purposes. Another possibility is that 

passive studying is beneficial early on in the learning process, leading to similar performance 

between the two conditions, whereas active learning becomes more helpful later, after a baseline 

is established (MacDonald & Frank, 2016; Markant & Gureckis, 2014). Either way, the results 
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show that when the training mode is designed to keep the learner engaged during training, 

production does not lead to superior learning.  

In contrast to Zamuner et al. (2016), Hopman and MacDonald’s comprehension mode was 

engaging and required a choice between two options. But all testing in that study was carried out 

in the context of sentences. This is important, because the only measures that showed improved 

accuracy were morphosyntactic constructs, such as suffixes and their dependencies within a 

sentence. This finding suggests that the benefit of production training is most evident when 

grammatical parsing is needed. It is thus quite possible that the faster mapping of sentences to 

corresponding pictures, which was the metric used to assess the comprehension of new vocabulary, 

would owe much to participants’ better developed abilities in parsing sentential grammar, as 

opposed to the meaning of individual lexical items. A direct comparison of the influence of training 

mode on isolated vs. within-sentence vocabulary learning is a great avenue for future research.  

The absence of a positive effect of production training on vocabulary learning in 

comprehension seems to imply that production training is not a desirable difficulty. However, the 

decrease in the size of the detrimental effect of production mode on learning as a function of time 

may suggest otherwise. While memory for vocabulary naturally deteriorated in all groups after the 

delay, it deteriorated less for the production training group compared to their starting point, causing 

a reduction in the disadvantage observed in the production group compared to others over time. 

This finding, albeit too weak to be called a production “advantage”, is aligned with the spirit of 

desirable difficulty: what is hard to learn in the beginning, is less susceptible to forgetting in the 

long run (Bjork & Bjork, 2011; Suzuki et al., 2019).  

But why might production hurt learning in comprehension? One possibility is that 

participants in the production group are allowed to make errors, which they may learn instead of 
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correct responses. While there is some support for this in past studies (e.g., Humphreys et al., 2010; 

Waller et al., 2024), two findings from past studies speak against this idea as the sole explanation 

for the production disadvantage. First, Baese-Berk (2019) found no correlation between the 

number of production errors and the magnitude of disruption of perceptual learning. Our current 

results add to this finding, by showing that doubling production accuracy during training did not 

alter the negative effect of production. Second, in a clever manipulation, Baese-Berk and Samuel 

(2016) showed that any engagement of the production system, even if irrelevant to the targets of 

learning (i.e., reading an unrelated letter off the screen), caused some disruption to perceptual 

learning, although not to the level of attempting to produce the target of learning. This finding 

implies that the negative effect of production on perceptual learning does not entirely stem from 

target-related production attempts (e.g., errors). Rather it points to a more general effect of 

engaging the production system when the focus should be on perception, creating a dual-tasking 

effect. In keeping with this, Baese-Berk and Samuel (2022) and Kapnoula and Samuel (2023) 

showed that delaying production can reduce and ultimately eliminate its negative effects. While 

our study was not designed to replicate the delay condition, the current findings can help further 

define the attention account. Critically, we observed no change to the detrimental effect of 

production when the task was otherwise made easier, implying that the problem with production 

is not simply added general difficulty. The absence of a general effect of difficulty, combined with 

a local effect of delay at the item level, suggests that the problem is of the bottleneck type (Pashler, 

1984), compatible with the interpretations of Baese-Berk and Samuel (2022).  

At a broader level, these findings fit well with the classic theory of transfer-appropriate 

processing from the memory literature: memory performance is better when there is greater 

overlap in the processes engaged in training and test, as long as engagement and depth of 
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processing can be equated between different training modes. Note that the target processes here 

are not small task details, but larger operations and the general systems involved. In keeping with 

this, even though task details differed between study and comprehension modes, performance in 

these two conditions were largely comparable because the underlying system (the comprehension 

system) was engaged in both modes and in the test phase. Production mode, on the other hand, 

while still sharing the ultimate learning goal, involved processes that overlap less with retrieval in 

the comprehension system, causing a disadvantage.  

The effect of contextual similarity 

The interference induced by semantic similarity is well-aligned with the findings of 

Breining et al. (2019) and Krochkina et al. (2021) and adds to them by showing that this negative 

impact is not confined to learning in the production system, but also appears when tested in 

comprehension. Additionally, the current results extend the scope of influence of semantic 

similarity on learning to at least 2-3 days after the acquisition of the new vocabulary. Theoretically, 

these finding fit well with the incremental learning accounts of semantic interference (Oppenheim 

et al., 2010; Oppenheim & Nozari, 2024), and the previous reports on the longevity of semantic 

interference across long gaps and intervening items (Hepner & Nozari, 2020). They are also a good 

fit to distinctiveness hypothesis and interference theory, both of which also posit that learning 

should suffer as a consequence of increased similarity between items in the training set. These 

results, however, do not support semantic similarity as a “desirable difficulty”. Not only was 

learning consistently worse in the semantically related context, but it also deteriorated faster 

(compared to the unrelated condition) as time passed. In contrast, desirable difficulty has often 

been argued, and shown, to especially benefit long-term retention (Bjork & Bjork, 2011; Suzuki, 

et al., 2019). One explanation for this finding could be that cognitive load was simply too high in 
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the semantic condition for participants to learn. If so, making the task easier by breaking training 

sets into small triplets should have ameliorated the detrimental effects, but we found no support 

for this. We, thus, propose that the detrimental effect of semantic similarity on vocabulary learning 

results from core implicit incremental processes which map semantic knowledge to lexical items 

(Oppenheim et al., 2010; Oppenheim & Nozari, 2024).   

In contrast to semantic similarity, the effect of phonological similarity was less robust, and 

only affected accuracy on the delayed test. This is in contrast to the study of Breining et al. (2019), 

which found a robust effect of segmental similarity on learning. We offer two explanations for this 

difference: first, while there is now sufficient evidence to support the presence of phonological 

interference in production (e.g., Breining et al., 2016; Nozari et al., 2016; Harrison et al., 2020; 

Qu et al., 2021), the effect is more elusive than semantic interference, because it is more sensitive 

to strategies such as noticing common onsets (O’Séaghdha & Frazer, 2014). Such strategies can 

lead to short-term facilitation (Nozari et al., 2016), which may explain the absence of a robust 

effect in immediate training and its late emergence in the delayed test, when priming effects no 

longer apply. Second, Breining et al.’s (2019) study used written forms, both to study and to 

respond. As such, segmental similarity was not only evident in phonemes, but also in letters, the 

combined effect of which may have led to a stronger effect compared to the current study, which 

included no written forms. Clearly more research is needed to test the robustness of phonological 

interference in learning. 

Clinical implications, limitations, and future directions 

Linking cognitive principles to clinical settings always requires an intermediate link, 

namely larger-scale more ecologically valid studies that better imitate learning in real-life 

environments. However, well-controlled cognitive experiments provide valuable guidelines as to 
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which factors should be the target of such studies. Many training methods and language training 

apps contain sections for teaching vocabulary in isolation using word-picture mapping, similar to 

the current study. The same is true for many speech rehabilitation programs for individuals with 

language disorders due to brain damage, making our results relevant to current pedagogical and 

clinical practices. In most of these apps/programs, training items are arranged in semantically 

related sets. Our findings and others suggest that a taxonomic relationship between items can be 

detrimental to learning and the effect can be long-lasting, calling for large-scale trials to compare 

the effect of this factor on learning, e.g., in language apps. One usual caveat in studies of taxonomic 

similarity is the confound with visual similarity. While this problem is not limited to current study 

(e.g., see also Korochkina et al., 2021), we took care to match visual similarity as much as possible 

between semantically related and unrelated categories. However, in real life taxonomically similar 

items, especially from natural categories such as mammals, are generally more visually similar to 

one another than members of other categories, because physical features form an important basis 

for categorizing them together in the first place. Moreover, visual similarity is often stronger for 

the prototypical members of a natural category (e.g., cow and horse) vs. atypical ones (bat and 

aardvark), and language lessons often start with prototypical category members. Thus, 

acknowledging the correlation between taxonomic and visual similarity, instead of attempting to 

do away with it experimentally, is a more fruitful approach to understanding the best arrangement 

of pedagogical materials. On the other hand, visual similarity is not equally strong for thematic 

relations (e.g., balloon, cake, present). Incidentally, taxonomic and thematic similarity also affect 

production differently (Oppenheim & Nozari, 2024), therefore, the current results cannot be 

readily extended to thematically related sets. In fact, there is even reason, based on some 

facilitatory effects of thematic relations discussed earlier in the paper, that arranging materials 
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based on a theme, rather than a category, may benefit learning. An empirical investigation of this 

issue is a great avenue for future research.  

Our findings together with those of past studies (e.g., Breining et al., 2019) also suggest 

that large-scale trials should investigate the influence of phonological/orthographic overlap among 

training items on learning. One issue here is the strength of segmental overlap. Note that semantic 

and segmental similarity are fundamentally different. Therefore, comparing the strengths of the 

two effects is meaningless. However, one may object that the less consistent effect of phonological, 

compared to semantic, similarity observed in the present study, may have been due to a weak 

manipulation. The strength of our manipulation was informed by two factors. First, this difference 

in overlap between phonological and unrelated conditions was selected to be comparable to prior 

studies (Breining et al., 2016; 2019) which had found interference effects in immediate production 

and in learning in the orthographic domain. Second, phonological similarity among labels in 

English is generally not very high. We, therefore, did not aim to construct a set with unrealistically 

high segmental similarity. That said, it is possible that this difference was simply too small to lead 

to more robust effects. A parametric manipulation of phonological and orthographic similarity to 

understand its effects on learning is another good topic for future research. Finally, in the present 

study, we manipulated semantic and phonological similarity independently to identify their unique 

influences on learning, but the two might interact. Examining the possible consequences of such 

an interaction is a good topic for future studies. 

The question of training mode gains new importance in light of clinical recommendations. 

It is reasonable to restrict investigation to comprehension, if the question is a purely theoretical 

one, but in practice, no language learner would aim to only learn to understand, but not speak, the 

new language they are learning. Does this make the current findings irrelevant? We believe not. 
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The relevance may be in using the appropriate mode in different stages of training. Past work has 

shown that the detrimental effect of production training on learning new phonetic distinctions were 

tampered when the population of learners already had some experience with the learning materials 

(Baese-Berk and Samuel, 2016, Experiment 2). Our results add to this finding by showing that 

lowering task difficulty does not make up for lack of experience with materials. Naïve learners are 

hurt by production training mode even when training makes production much easier.  Based on 

current findings, we would predict that restricting naïve learners’ training to perception may give 

them a faster and stronger foothold on which they can then build production representations.  

Similarly, the benefit of production training on sentence processing as opposed to isolated 

vocabulary (e.g., Hopman & MacDonald, 2018) also implies that such training may be more 

efficient in later stages of learning when learners have acquired some basic vocabulary. Larger-

scale studies investigating the addition of production training at different time-points in the course 

of learning can test this hypothesis. 

Although we believe that the current findings are relevant to pedagogical practices, we 

acknowledge that no training study, including the current one, is perfect. Some limitations include 

the restriction of testing to a maximum of 72 hours post-training and the use of a limited set of 

concrete items, both of which limit a broader generalization of the results. Every training study 

must make choices among many experimental parameters that could further affect the results. 

These include, but are not limited to, using known vs. novel objects, cross-model (e.g., spoken + 

written) vs. unimodal training, different populations (e.g., children, younger adults or older adults), 

duration of training, etc. We thus aimed to reduce interference from current labels and synergistic 

effects of different modalities (the strength of both of which may differ across individuals), to 

focus on young adults whose linguistic systems are well-formed and not yet affected by cognitive 
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aging, and to obtain enough data to allow us to conduct statistical analyses with good power, 

without losing participants in a large multi-session study.  

Furthermore, the comparison between some of the current and past design choices show 

that the effects are likely to be robust against these differences. For example, the detrimental 

influence of production on vocabulary learning cannot be attributed to age differences (c.f.,  

Zamuner et al., 2016 vs. 2018), as our adult participants showed a pattern similar to Zamuner et 

al.’s (2018) child participants. Similarly, the number of training sessions or the use of known vs. 

novel objects do not seem to alter the negative influence of semantic similarity, as our findings 

mirror those of Krochkina et al. (2021), which differed from us in both factors. On the other hand, 

cross-model training, or a greater emphasis on one modality vs. another, does seem to affect the 

influence of segmental similarity, as that effect was more robust in a study with written 

representations (Breining et al., 2019), calling for more attention to this factor.  

Conclusions  

We found robust evidence for a detrimental and persistent effect of taxonomic similarity, 

and a less robust effect of phonological similarity, on comprehending newly acquired vocabulary, 

both of which grew more evident with the passage of time. These findings fit well with theories of 

incremental learning, which view online processing and long-term retention to be subject to similar 

principles. In addition, we found a negative and largely independent influence of production mode. 

However, unlike contextual similarity, the negative effect of production mode shrank with time, 

suggesting that it may stem from processes different from those underlying the negative influence 

of contextual similarity. Importantly, neither effect was reduced by decreasing difficulty at the 

time of training. This finding rules out certain explanations, such as the overall level of difficulty 

or the number of errors during training, as the culprit for the detrimental effects of production and 
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mode. Collectively, these results shed further light on the critical factors that influence new 

vocabulary learning and open new avenues for larger-scale studies to link them to pedagogical 

practices.   
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Appendix A 

 

Figure A1: Novel image sets. a) The three sets of images with Semantic similarity. b) unrelated 

image set used for practice trials c) Two unrelated image sets used for training and test.  

 

Appendix B 

 

Figure B1: IPA transcriptions used to calculate similarity averages, and their syllable and 

phoneme counts.  
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Footnotes 

1. Note that R packages that allow pairwise comparisons (i.e., three comparisons for three levels of one 

factor) such as emmeans and multcomp currently do not handle interactions among multiple factors 

properly. Since one of our main questions is whether mode and contextual similarity interact, we ran 

two sets of models with planned comparisons that directly address the questions of interest. However, 

we do use emmeans in the combined analyses to both test the robustness of the effect of mode and to 

directly compare the effect sizes of production training against study and comprehension. 

2. There were no differences in the pattern of results between Strict and Lenient coding for any analyses, 

therefore only results for Lenient coding are reported. 

3. As in Experiment 1, there were no differences in results between Strict and Lenient coding for any 

analyses, therefore only results with Lenient coding are reported here. 

4. The pattern of results is robust against adding random slopes for Similarity by Subject, Mode by Item, 

and Experiment by Item.  


